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Abstract

Due to the well-known semantic gap problem, a wide
number of approaches have been proposed during the last
decade for automatic image annotation, i.e. the textual de-
scription of images. Since these approaches are still not suf-
ficiently efficient, a new trend is to use semantic hierarchies
of concepts or ontologies to improve the image annotation
process. This paper presents an overview and an analysis of
the use of semantic hierarchies and ontologies to provide a
deeper image understanding and a better image annotation
in order to furnish retrieval facilities to users.

1 Introduction

The rapid growth of multimedia content comes with the

need to effectively manage this large amount of data, i.e.

providing mechanisms for indexing and retrieval that can

meet users expectations. Towards this goal, semantic image

analysis and interpretation has been one of the most interest-

ing challenges during this last decade, and several attempts

have addressed the so well-known semantic gap problem

[29]. Automatic image annotation was introduced in the

early 2000s, and first efforts focused on statistical learning

approaches as they provide powerful and effective tools to

establish associations between visual features and semantic

concepts [2, 14].

Nevertheless, current approaches even if they adequately

describe the visual content of images, are often limited to

detect only perceptual manifestations of semantics, and then

are unable to model the images semantics as it is perceived

by humans. They also have many limitations when dealing

with broad content image databases [16], i.e. the obtained

performance varies significantly according to the consid-

ered concept number and the targeted image data sets as

well. This variability may be explained by the huge intra-

concept variability and wide inter-concept similarities on

their visual properties that often lead to conflicting anno-

tations. Thus, it is clear that there is a lack of coincidence

between the high-level semantic concepts and the low-level

features, and that semantics is not exactly/always correlated

with visual appearance.

Always in the quest for models that could help to map

successfully low-level features into high-level semantic

concepts, some approaches make use of "contextual knowl-

edge" by building semantic hierarchies or integrating a pri-
ori knowledge to improve image analysis and interpreta-

tion. Indeed, objects in the real world are always seen em-

bedded in a specific context, and the representation of that

context is essential for the analysis and the understanding

of images. Contextual knowledge for image interpretation

may stem from multiple sources of information, includ-

ing knowledge about the expected identity, size, position

and relative depth of an object within a scene. For exam-

ple, topological knowledge can provide information about

which objects are most likely to appear within a specific vi-

sual setting, e.g. an office typically contains a desk, a phone,

and a computer, but it is unlikely that it contains a bed. Spa-

tial information can also provide information about which

locations within a visual setting are most likely to contain

objects, e.g. in a beach scene, the sky is usually placed at

the top, while the sea is below. Given a specific context,

this kind of knowledge can help reasoning on data to im-

prove image annotation [11, 22].

Lavrenko & al. [14] was the first to make use of contex-

tual information (perceptual context) in image annotation.

They proposed a statistical generative model which looks

at the probability of associating words with image regions.

They used surrounding visual context by computing a joint

probability of image features over different regions in an

image using a training set and using this joint probability

to annotate and retrieve images. Thus in this model, the

association of different regions provides context while the

association of words with image regions provides meaning.

However, this method does not really capture the seman-

tics of the image, but just uses statistics on the perceptual

context to improve the image description.

Therefore, it is important to make use of explicit and

formal methods to represent background knowledge. This
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will help taking into account general and specific context

of the image, and allow reasoning to improve image inter-

pretation. Background knowledge is considered as domain

knowledge. [13] underlines that among the possible rep-

resentations of domain knowledge, ontologies are the most

useful, and have considerable advantages, as they provide a

formal framework that may contain explicit semantic defi-

nitions, which can be directly processed by a machine, and

allow at the same time to derive implicit knowledge by au-

tomatic inference.

This paper explores the role of ontologies and

knowledge-based approaches in the modeling and under-

standing of images semantics and reviews some of the cur-

rent approaches to analyze how they could help narrow-

ing the semantic gap. In Section 2, we propose a defini-

tion for image semantics and we investigate the contribution

of ontologies to discover and model this semantics. Sec-

tion 3 sheds light on three categories of ontology-driven ap-

proaches for image annotation and reviews some interesting

proposal on each of them. The fourth Section discusses the

aforementioned approaches on their advantages/drawbacks.

The paper is concluded in Section 5.

2 Image semantics

Semantics is the study of meaning. In language, it is also

the study of the meaning or the interpretation of a word,

sentence, or other language form. With respect to image

retrieval, it can be defined as the meaning sought by the

user in the image content. For example, a user would like to

go beyond a query like "I seek an image that visually looks

like this one" or "an image that contains a car", and would

prefer to be able to ask query such as "find me an image that

contains a spectacular jump of a killer whale" or "a figure

which describes global warming" or "find me cars on a race

track". Referring to the theory of meaning, image semantics

can also be defined as the meaning sought by the user in

the image content with a particular context. For example

a same image can be interpreted as an image containing:

"an airplane" or a "military aircraft" or the "F-34C carrier

variant", depending on users background knowledge.

Therefore, it is clear that the information sought by users

in these large databases is located at the semantic level,

and then it is necessary to have at one’s disposal effective

means to extract, analyze, and provide a semantic descrip-

tion of image. In [16], the authors identified five categories

of techniques that provide a semantic description of images.

Among them, we focus in this paper on the use of explicit

representations of background knowledge, i.e. Ontology-

driven approaches. These approaches provide a powerful

framework to model contextual knowledge and allow rea-

soning on this knowledge for image analysis and interpre-

tation. Indeed, image semantics is context-sensitive, i.e.

semantics is not an intrinsic property captured during the

image acquisition process, but an emergent property of the

interaction of the user and the image database [25]. Thus,

modeling contextual knowledge is an essential task for im-

age understanding and analysis. Contextual knowledge can

help recognition of object within scenes by providing pre-

dictions about objects that are most likely to appear in a

specific setting, i.e. topological information, along with the

locations that are most likely to contain objects in the scene,

i.e. spatial information. Ontologically-driven approaches

are widely accepted now as very appropriate to model and

take contexts into account. Thereby, unlike other techniques

that allow a semantic description of images, ontologically-

driven approaches are best suited for image retrieval sys-

tems as they model the semantics of images through rela-

tionships that help reasoning about it and understanding its

meaning. Furthermore an appropriate ontology can make

explicit the relationships between the labels and concepts.

Other approaches just provide a latent correlation between

the low-level features and the tags.

As well, semantic hierarchies (also known as hierarchies

of concepts) are a particular case of ontologies as they are

collections of classes ordered by the transitive closure of

explicitly declared subclass or subtype relations. Being A
a subclass of B, captures the fact that the state and the be-

havior of the elements of A are coherent with the intended

meaning of B, while disregarding the additional features

and functionalities that characterize the subclass [17]. Se-

mantic hierarchies are being used in image retrieval as a

framework for hierarchical image classification, and then to

provide a multi-level image annotation.

3 Ontology-driven approaches for image an-
notation

Recent advances in the Semantic Web technology have

motivated several works in the field of images retrieval. As

a result, a considerable number of multimedia ontologies

have been proposed [12, 27, 4], which attempt to define a

standard for description of low-level multimedia content.

Other domain ontologies have been proposed to allow se-

mantic interpretation and reasoning over the extracted de-

scriptions [1, 22, 23].

Ontologies are a formal, explicit specification of a shared

conceptualization [8]. "Formal" reflects that ontology is

machine-readable and allows reasoning about its content

from the human and the machine side. "Explicit" means

that the type of concepts used, and the constraints on their

use are explicitly defined. "Shared" refers to the com-

mon knowledge embodied in ontology. "Conceptualiza-

tion" refers to the model obtained by abstracting some phe-

nomena existing in the real world by identifying the relevant

concepts of those phenomena. Thus, ontologies allow cap-
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turing the relevant knowledge of a domain, provide a com-

mon understanding of this domain knowledge, determine

acknowledged vocabulary of this domain, and give the ex-

plicit definition of the vocabulary(terms) and the relations

between these vocabularies in formal models at different

levels.

The uses of ontologies in the image retrieval field usually

target the following goals:

1. A unified description of low level features: where on-

tologies are used to provide standard of description of

low-level features - e.g. [4].

2. Visual description ontology: where ontologies are

used to represent the different types of relations among

image features such as edges, lines and region - e.g.

[31]. Typically the use of ontologies comes during the

image analysis process, and target to optimize or to ar-

gue on this task.

3. Knowledge description: ontologies are used to model

the concepts (objects) and relations among them. Typ-

ically, these are all approaches that use reasoning on

concepts or on contextual information, i.e. after the

image analysis process. These approaches most often

tackle the problem of image interpretation - e.g. [11].

4. Semantic mapping: ontologies are used to help the

mapping between the visual level and the semantic

level. As for example the use of semantic hierarchies

to reduce the semantic gap, e.g. [7].

These uses generally contribute to improve the image re-

trieval by incorporating background knowledge. The inte-

grated knowledge can help in various spots of the image

retrieval process: going from image analysis, to annotation

enrichment, passing through the mapping of visual features

into semantic concepts, assigning a meaning to tags and dis-

ambiguation. However, since the major challenge with the

semantic gap is to provide effective tools to help mapping

between low-level features and semantic concepts, seman-

tic mapping is almost getting all the lights and it has been

one of the most active issue. In fact, while usual methods

are just limited to providing a latent correlation between se-

mantic and visual space, ontology-driven approaches can

make explicit this relationship. And therefore they provide

an effective way to map low-level features into semantic

concepts by building rules that supply semantic association

between features and concepts, while maintaining a seman-

tic structure to this process and allowing reasoning to check

the consistency of this mapping. Results in this area keep

growing.

Explicit background knowledge has been introduced un-

der three different shapes for annotating images: as heavy-

weight ontologies, as semantic hierarchies (light-weight on-

tologies) and by the use of a formal languages: i.e. descrip-

tion logics. In the following we review the use of explicit

background knowledge under these different forms, and we

discuss their role to narrow the semantic gap by providing a

good understanding and a more efficient image annotation.

3.1 Heavy-weight ontologies (HWO)

Heavy-weight ontologies are a fully described ontolo-

gies, including concept definitions and relations. Those on-

tologies make intensive use of axioms to model knowledge

and restrict domain semantics. HWO, tailored to the image

semantics understanding, have been used to attach meaning

to the produced annotations and to help extracting, query-

ing, analyzing and interpreting these annotations.

For example, in M-OntoMat-Annotizer [24], low level

MPEG-7 visual descriptions are linked to conventional

Semantic Web ontologies and annotations. M-OntoMat-

Annotizer is used in order to construct ontologies that in-

clude prototypical instances of high-level domain concepts

together with a formal specification of corresponding vi-

sual descriptors. Thus, it formalizes the interrelationship

of high- and low-level multimedia concept descriptions al-

lowing for new kinds of multimedia content analysis and

reasoning.

A multi-ontology based multimedia annotation model is

proposed in [6]. A domain independent multimedia ontol-

ogy is integrated with multiple domain ontologies in an ef-

fort to provide multiple domain specific views of multime-

dia content. Thus, accessing multimedia content can less be

subjective to users’ background knowledge and their need

of information. [9] suggested to use an ontology as an extra

level in between the search query and keywords. So when

performing a concept-based search, the search engine auto-

matically performs inference to find all narrower concepts

of the query concept. However, this method focuses on

the query understanding and does not take into account im-

age content. [19] proposed an image retrieval methodology

where low-level features are extracted from image regions,

and mapped automatically to intermediate level descriptors

called "object ontology", which is used for the definition

of high-level concepts. Nevertheless, the suggested "object

ontology" is purely visual as it defines a simple vocabulary

to describe perceptual manifestation of semantics (objects

or regions).

It is therefore essential to provide tools that allow reason-

ing, not only on image content or on its textual description

(concepts), but on both of them. This will help reducing the

semantic gap and allow a deeper understanding of image

content, and so an accurate image annotation.
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3.2 Light-weight ontologies: semantic hi-
erarchies

Light-weight ontologies are partially described ontolo-

gies, which typically use only "is-a" relationships. They are

a subclass of HWO. Examples of light-weight ontologies

are: taxonomies, thesauri and semantic hierarchies. Many

approaches use ontologies as hierarchies of concepts to pro-

vide, a multi-level of abstraction, image annotation.

In [18], the authors proposed a semantic hierarchy clas-

sifier based on WordNet to integrate prior knowledge about

inter-class relationships into the visual appearance learning.

In the same spirit, [5] proposed "ImageNet", a large-scale

ontology of images built upon the backbone of the Word-

Net structure. ImageNet aims at populating the majority

of the 80,000 synsets of WordNet with an average of 500-

1000 clean and full resolution images. Images are selected

manually. As well, LSCOM [21] aims to design a taxon-

omy with a coverage of around 1 000 concepts for broad-

cast news video retrieval. The aforementioned approaches

can be qualified as language-based hierarchy, as those hi-

erarchies are built upon textual information extracted from

Wordnet. While these hierarchies are useful to provide a

meaningful structure (organization) for images, they ignore

visual information which is an important part of image se-

mantics. Notice that the objective from constructing these

ontologies is to provide a reasoning framework to image

classification. As classification is based on visual features,

it is important to take visual information into account while

building semantic hierarchies.

Acknowledging the above problem, visual hierarchies

have been explored recently [28, 31]. Visual hierarchies

are hierarchies constructed upon visual features. [31] pro-

posed an image parsing to text description (I2T) framework,

which generates text descriptions for images and videos.

I2T is mainly based on an And-or Graph for visual knowl-

edge representation. This graph provides a graphical model

serving as prior knowledge to represent diverse visual pat-

terns and to provide top-down hypotheses during the image

parsing. However the building of this graph is handmade.

[28] propose to group visual objects using a multi-layer

hierarchy tree that is based on common visual elements.

This is achieved by adapting, to the visual domain, the

generative Hierarchical Latent Dirichlet Allocation (hLDA)

model. Unluckily, visual hierarchies are hard to interpret,

and seem to be not adequate for reasoning. Since the build-

ing of these hierarchies is based on visual features similar-

ity, they just provide a visual taxonomy. So, it is clear that a

more meaningful image hierarchy should be built upon both

semantic and visual information.

[15] presented a method based on visual features and

tags to automatically build a "semantivisual" image hier-

archy. They constructed an image hierarchy that encodes

a general-to-specific image relationship, and which is used

as a knowledge ontology to perform image classification

and annotation tasks more accurately. [7] proposed a hi-

erarchical concept learning approach for image annotation,

by incorporating concept ontology and multi-task learn-

ing to exploit the strong inter-concept correlations. Fur-

thermore, they proposed an algorithm called "product of

mixture-experts" in order to model the contextual relation-

ships between image concepts and several patterns of the

relevant salient objects, with which they co-appear.

Hierarchies of concepts have shown to be very useful to

fill the semantic gap. However, most works has focused on

the problem of hierarchies building, or used them as a hier-

archical classification framework, but only few approaches

have used them as a source of implicit knowledge. Nev-

ertheless it should be more appropriate to use them as a

source of explicit knowledge, to exploit the strong inter-

classes (concepts) correlation and also the hierarchical re-

lationships that can help reasoning about the adequate treat-

ment or decision to take.

3.3 Formal semantics: description logics
for image interpretation

While ontologies often play a passive taxonomic role,

some approaches consider ontologies as an active infer-

ence framework for computer vision. These approaches

focus on the use of formal semantics, i.e. explicit knowl-

edge. They are based on inference and make use of back-

ground knowledge to semantic image analysis and/or in-

terpretation, ensuring thus the acquisition of interpretations

that match human cognition. To make inference, these ap-

proaches are based on a sets of objects (concepts) and rela-

tionships (roles) between them. Appropriate statements (ax-

ioms) capture the conditions that need to be met by the "rea-

sonable" states (interpretations) of the domain. Image inter-

pretation here can be formalized as: 1) deduction: where

interpretation is an instantiation of formal knowledge con-

sistent with evidence about the real-world domain [11, 10],

or as 2) abduction: where interpretation is an instantiation

of formal knowledge which allows to deduce the evidence

[30, 23].

For example, spatial relations among objects and regions

appear also crucial in the concept detection process. In [11],

an ontology of spatial relations is proposed to facilitate im-

age interpretation. [20] propose an approach based on a

visual thesaurus and visual context to improve concept de-

tection. The authors introduce local (topological and uni-

fied) context in the analysis, to refine the confidence values

of regions before taking decision. The work presented by

[30] proposes an iterative process where low-level detec-

tions (induction) are compared with high-level models to

derive new hypotheses (deduction). These can in turn guide
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the search for evidence to confirm or reject the hypotheses

on the basis of expectations defined over the lower level fea-

tures. In [26], a knowledge-assisted analysis architecture is

proposed to perform the refinement of an initial set of over-

segmented regions. They also used a fuzzy reasoning en-

gine for the extraction of additional implicit knowledge and

the improvement of region-based classification by incorpo-

rating spatial relations and neighborhood information.

The use of formal logics appears to be very helpful since

it allows refining the predictions on image analysis and in-

terpretation by the use of reasoning on background knowl-

edge. For more information about the use of Description

Logics in image interpretation, see [22, 3].

4 Discussion

So far, we have seen that several works using ontologies

have been proposed recently to improve the automatic an-

notation of images, and knowledge based approaches have

been widely explored as they seem to be more efficient to

model image semantics. These works have tackled several

issues, including image analysis, image annotation, and im-

age understanding. As aforementioned, we can distinguish

that some approaches are using knowledge implicitly (i.e.

without reasoning), as for example [14] who used a joint

probability to model contextual information to improve im-

age annotation, while other approaches are using knowl-

edge explicitly to reason for either image analysis or the

improvement of image interpretation.

Image annotation is a difficult task because of the un-

certainty introduced by statistical learning algorithms, the

problem of scaling, and depends on the accuracy of the

ground truth of the learning dataset. It often consists in the

prediction of the appropriate tags, given a set of learning im-

ages and a target image. The use of explicit knowledge can

help model, reduce, or even remove this uncertainty by sup-

plying formal frameworks to argue about the coherence of

data and/or extracted information from images. Image inter-

pretation is also a difficult task, since there is no explicit link

between image features and semantics. Image interpretation

is the assignment of meanings to images, thus to understand

the semantics behind the image it is often required to con-

sider contextual knowledge, as aforementioned. Towards

this objective, explicit knowledge was modeled and used in

the image annotation field under three different ways: as

heavy-weight ontology, as a concepts hierarchy, or by the

use of description logics.

Ontologies (and concepts hierarchies) have a consider-

able advantages as they provide a formal framework that

may contain explicit semantic definitions which can be pro-

cessed by a machine, and allow at the same time to derive

implicit knowledge by automatic inference. However, the

proposed approaches in the literature did not use all the rea-

soning ability provided by ontologies, and generally stayed

limited to define standards for image descriptors or used

them to reason about the annotations. The boldest attempts

have been those providing methods for the automatic build-

ing of concept hierarchies.

Three types of hierarchies have recently been explored in

computer vision: 1) language-based hierarchy, 2) visual hi-

erarchy, 3) semantic hierarchy: based on both semantic and

visual features. The use of semantic hierarchies, which are

based on visual and semantic information, is more conve-

nient as it cares about perceptual and conceptual semantics.

Indeed conceptual semantics may not correspond to image

semantics, and then having a "semantic-visual" hierarchy

could help reasoning on both images and concepts.

However, building and using concept hierarchies for im-

age analysis constrains the reasoning to the inheritance rela-

tionships, i.e. "is-a" relationship. It should therefore enrich

the types of relationships used to reason about images, in-

cluding composition relationships, spatial, topological, etc.

to benefit from the strong reasoning power on contextual

knowledge. Building "semantic network" for image anal-

ysis instead of semantic hierarchies, is maybe a good di-

rection to narrow the semantic gap and to improve image

semantics modeling.

On the other side, Description Logics based approaches

have successfully managed to exploit some interesting rea-

soning properties in the context of high-level image inter-

pretation. Given the high expressivity and well-defined in-

ference services coming with them, Description Logics be-

came widely adopted as formalism for conceptual modeling

in formal image interpretation frameworks. Deductive and

abductive reasoning were introduced as inference standards,

where for deductive reasoning: if Σ is a logical theory and

α a set of facts, through deduction is verified whether ϕ is

logically entailed, that is whether Σ, α |= ϕ. For abduc-

tive reasoning: given Σ and ϕ abduction consists in find-

ing "explanations" α so that the entailment Σ, α |= ϕ is

true. For example, let’s say Σ is (visual or contextual) back-

ground knowledge regarding concept "car", α is (visual or

contextual) information extracted from an image containing

a "car" and ϕ is an instance of concept "car", deduction is

then, given Σ, α |= ϕ.

The final challenge in the field of image retrieval sys-

tem with high-level semantics is maybe to bring these dif-

ferent communities together, to integrate different knowl-

edge sources, as well as the use of inference to provide a

multi-stage reasoning framework for image interpretation.

Contributions of different knowledge sources can provide a

good reasoning platform, by encoding different background

knowledge, to image understanding. Using inference can

lead to have a powerful formalism for conceptual modeling

of image semantics.
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5 Conclusion

This paper provides a comprehensive survey of recent

works towards the use of semantic hierarchies and ontolo-

gies for the image annotation purpose. We discussed a num-

ber of techniques and approaches which tackled image an-

notation and interpretation in order to attempt to narrow

the "semantic gap". The paper highlights the importance

of reasoning and contextual knowledge in the image under-

standing process, emphasizes the limitations of current ap-

proaches and tries to provide solutions that can overcome

these limitations.

Several approaches have been developed for image anno-

tation based on ontologies and semantic hierarchies. Some

others approaches used formal logics to provide a reason-

ing framework for image interpretation. Our survey showed

that to implement a complete image retrieval system with

high-level semantics, it is required to integrate different

knowledge sources, as well the use of inference to provide a

multi-stage reasoning framework for image interpretation.
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